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Abstract 

 
Diversified SaaS applications allow users more choices to use, according to their own 
preferences. However, the diversification of SaaS applications also makes it impossible for 
users to choose the best one. Furthermore, users can't take advantage of the functionality 
between SaaS applications. In this paper, we propose a platform that provides an SaaS mashup 
service, by extracting interoperable service functions from SaaS-based applications that 
independent vendors deploy and supporting a customized service recommendation function 
through log data binding in the cloud environment. The proposed SaaS mashup service 
platform consists of a SaaS aggregation framework and a log data binding framework. Each 
framework was concreted by using Apache Kafka and rule matrix-based recommendation 
techniques. We present the theoretical basis of implementing the high-performance message-
processing function using Kafka. The SaaS mashup service platform, which provides a new 
type of mashup service by linking SaaS functions based on the above technology described, 
allows users to combine the required service functions freely and access the results of a rich 
service-utilization experience, using the SaaS mashup function. The platform developed 
through SaaS mashup service technology research will enable various flexible SaaS services, 
expected to contribute to the development of the smart-contents industry and the open market. 
 
 
Keywords: SaaS mashup, Apache Kafka, message processing, recommendation, rule 
matrix. 
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1. Introduction 

Web-based technologies have attained a considerable stage of development. Especially with 
the popularity of smart devices, their influence has infiltrated every industry and affects 
everyone around the world. With the development of web-based technologies, computing 
powers that most businesses need come from cloud-computing services using the recent 
concept of “computing as a utility.” Customers receive web-based applications by way of a 
new platform called Software as a Service(SaaS), according to the cloud-computing services. 
Customers have been fretting about understanding and utilizing a variety of functions that the 
applications provide. To solve that aspect of this issue, a new type of service was born and 
named the “cloud service brokerage” (CSB)[1-4]. It provides a platform for agencies with 
customers and businesses to safeguard the highest profit. In the past few years, CSB has 
received much attention and accomplished a new type of ecosystem, by merging cloud 
resources and services. CSB is a service and also a framework that gained various companies’ 
acceptance of agents for their cloud services. With the agency services, it supports cloud 
services to customers according to their needs and conditions of economics, locations, and 
functional requirements. Along with the development of CSB, the SaaS mashup service was 
proposed as a concept, to manage the functions of SaaS applications utilized in an independent 
environment. 

The concept of mashup services had been defined a long time ago, and mashup technology 
has been studied in many research areas, to improve the quality of life and enhance business 
values. Mashup services concisely describe various data that can be interconnected with each 
other, to give customers a novel user experience (UX)[5, 6]. Based on the concept of the 
mashup, the SaaS application mashup extracts many kinds of functions from SaaS applications 
and makes SaaS applications function via interconnection rules. These rules, also called 
“recipes,” can be created by customers who can interconnect according to their functional 
needs, and supporters make regulations to help customers make rules. Depending on the SaaS 
application mashup service, we propose an extension concept that includes the newest 
functions—interconnection services and recommender services for supporting customization 
mashup services, called the SaaS mashup platform. The SaaS mashup platform can integrate 
a variety of functions of SaaS applications to meet customers’ requirements for greatly 
improving applications’ usability and practicability, to enrich customers’ UX.  

The SaaS mashup platform includes the SaaS aggregation framework (SAF) and log data 
binding framework (LDBF). SAF comprises an authorization technology and high-
performance message-processing technology for interconnecting a variety of functions of SaaS 
applications[7-9]. The authorization is used to construct web interfaces of customers and 
administrators, respectively, called “web-based portal service.” The Apache Kafka framework 
is used to classify the messages that declare the functions of applications, and it interconnects 
the functions based on the content of the messages, called “high-performance message 
processing[10-17].” Just as the name implies, LDBF collects the log data that records the 
information, including customers’ service-use behaviors. According to the log data, LDBF 
extracts the data of customers, providing a customized recommendation service and proposing 
a novel concept called an “event processing rule matrix”[18-24]. 

The proposed platform focuses on supporting a more convenient environment, by using 
application interconnection and a rule matrix-based customized recommendation mechanism 
for satisfying customers’ needs and giving customers a better UX. SaaS mashup services differ 
from general mashup services. The key point is to decide interconnecting more than two 
functions of any application with the open API that the developers support.  
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Contribution and paper outline. Our contribution in this paper is as follows. 
Innogrid provided an independent cloud-computing environment, established for data 

processing, storing, and analyzing, and also constructed a web interface framework.To interact 
with each other’s functions, the open APIs provided by the developers have been collected and 
analyzed, involving the interfaces of the big data analysis system and smart home system. 
More than 30 services, 130 functions, and 370 rules are declared for providing service 
mashup.A rule matrix-based recommendation mechanism adapted to the specifications of the 
SaaS mashup services has been proposed for enhancing the customer’s UX satisfaction.  

The structure of this paper is as follows. We discuss the differences between general 
mashup services and proposed SaaS application mashup services in section 2. Section 3 and 4 
expose detailed parts of each function of two frameworks in the SaaS mashup platform. We 
evaluate and discuss in section 5 and 6 the result of the Apache Kafka-based event message-
processing system for the functions interconnection and user experience, for utilizing the 
prototype of the platform. Section 7 concludes the paper. 

2. Related Works 
Overseas, CSB technology development is being actively carried out under the leadership of 
global IT companies and government. They have launched numerous services to form a profit 
structure, and core technologies are under research and development. The cloud service 
industry will gain momentum through the development of CSB technology around the 
world[4]. Like most of the IaaS-based service brokerage services, it is expected to grow 
continuously until 2025. Recently, a new SaaS mashup service that provides a service to relay 
various SaaS-based services and link SaaS functions is attracting attention. Unlike a general 
cloud mashup service, the SaaS mashup service provides a new type of service by linking SaaS 
functions, rather than by integrating data generated from heterogeneous clouds[25, 26]. 
Several sources describe the existing mashup service providing services that focus on data by 
combining various data in one web service and expressing it in a new format. AWS 
Marketplace, Dell Boomi, HP Aggregation Platform for SaaS, and Rackspace Cloud Tools 
Marketplace are the most representative mashup service types. In particular, the HP 
Aggregation Platform for SaaS enables the creation of new business models through the 
integration of various services from service providers. Such data-integration services can 
create new services, but several sources confirm that the mashup service uses a large amount 
of data and requires a complex analysis process, creating high demand for it. In addition, 
changing to a unified data format through data normalization, data sorting, and data format 
requires applying various algorithms. 

The SaaS mashup service can create a connection between service functions through 
interworking with SaaS functions, with no need for data processing analysis and, thus, a new 
type of service according to the user's requirements[27-30]. Representative companies that 
provide such a service are IFTTT and Zapier. IFTTT, whose name is an abbreviation of “IF 
This, Then That,” provides web-based SaaS mashup service that can arbitrarily link several 
separate services and applications existing on the Internet and computers[31]. In the past, users 
linked heterogeneous applications through direct coding. Now, this service enables linking 
service functions in an automated form. 

IFTTT defines the fundamental service as “if this condition occurs” in one service, then 
“do it like this” in another service, forming a kind of automated application service to use 
through interworking between service functions. A user-defined service function interworking 
combination is called a “Recipe.” Other users’ recipes can be shared, and recommendations 
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are made based on the recipe’s number of uses and ratings. This supports service linkages, 
focusing on such productivity services as email, photo management, storage, and notes. 

Zapier, an SaaS interworking service similar to IFTTT, supports more service interworking 
than IFTTT, up to 100 cases per month for free use, with up to three types of interworking. 
“Zap” is the interworking rule between services, and the rules to be executed have detailed 
definitions. However, the user must bear responsibility for the grammar rules the service uses 
and understanding the API. 

The existing SaaS mashup service provides a simple 1:1 service for interworking with SaaS 
functions but not a 1:N service suitable for diversified user requirements. In addition, as the 
1:1 service is the main one provided, the economic burden on the user increases. The 
recommendation service for the user provides the results of a simple recommendation function, 
based on the service usage time and service rating[32, 33]. However, it does not support the 
customized recommendation service for the user through the service usage log analysis. In 
addition, the existing SaaS mashup service requires users to manage the inconvenience of 
having to understand and set the service function, interworking rule, and API directly, to create 
the service linkage using API. In this paper, we propose an SaaS mashup service platform that 
can compensate for these problems. 

3. SaaS Mashup Service Platform 

3.1 Main Part of the Platform 
The SaaS Mashup Service Platform (SMSP) interconnects a variety of independent SaaS 
application functions, such as cloud-based business services, social network services (SNS), 
and legacy services. SMSP consists of an SaaS aggregation and log data binding frameworks. 
The SaaS aggregation framework includes interconnectable SaaS functions, “SaaS channels” 
that the administrator of the platform or the companies that establish the SaaS application 
services define. It also includes modules for message processing, SaaS application 
authentication, and management. The log data binding framework includes an event 
processing rule matrix engine, for real-time SaaS mashup events, and an SaaS mashup 
recommender engine, for service recommendation using collaborative filtering. Also, the 
construction of the SaaS mashup database enables storing service log data, channel 
information, and customers’ information. 

The basis for the design of SMSP was eliciting service requirements to provide the 
functions interconnecting mashup services and examining the validity of each technology to 
construct the whole platform. The design of the SaaS aggregation framework enables legacy 
services or new kinds of service functions to be cross interconnected for improving the 
utilization factor. Based on the SaaS aggregation framework, functions can be interconnected 
for data or information integration, every function’s cross-connection can trigger 
corresponding events, and every event would be caught and written on the “log data” disk, 
including customer information and a time stamp. The event processing rule matching engine 
can create the log data. Analyzing the log data, the SaaS mashup recommender engine can 
provide customized recommender service for each user, to enhance UX. 

3.2 SMSP Database 
SMSP provides the functions interconnection by using the SaaS channel and constructs a 
recommender mechanism using log data for customers. SaaS channels, log data, and user 
information all must be stored in a reasonable place; we designed a database for SMSP called 
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“SaaS Mashup Description Database” (SMDD). SMDD includes 23 tables for SaaS channels, 
recipes, trigger channels, action channels, user information, historical log, recommender 
service data, and similar items. SMDD holds all the important data, and all of the important 
parts of SMSP keep a connection with SMDD all the time.  

SMDD includes two parts—one for the legacy and general services and the other for the 
big data services. 

4. SaaS Aggregation Framework 
The SaaS Aggregation Framework (SAF) focuses on interconnecting SaaS channels. However, 
some SaaS channels serve as trigger channels, the initial segment in SaaS mashup services, 
and the others serve as action channels, the actuating segment. The recipe is just like a guide 
or a stipulation to interconnect a trigger channel, and action channels must follow. SAF also 
includes a web-based service portal that collects customer authentication of the SaaS 
application to the concrete unified authentication management module. The Apache Kafka-
based message-processing module is the core of SAF. 

4.1 Service Definition and Authorization in SAF 
SaaS application gets centralized management and is “on-demand software.” Customers must 
get access licenses to use the functions of SaaS applications on the web. Especially, most SaaS 
applications support RESTFUL API for additional utilization or extension by other 
organizations, so this paper calls them “SaaS channels.” As mentioned above, trigger channels 
and action channels belong with SaaS channels, with trigger channels as the initial segment 
and action channels as actuating segments. A combination of a trigger channel and action 
channels constitutes a mashup service that comes from a defined recipe.  

The word “recipe” refers in IFTTT to combining a function and another function, according 
to a rule that an administrator or service providers define. To provide a variety of SaaS mashup 
services, the usability of each channel distinguishes trigger channels and action channels, and 
they are registered in SMSP. In this paper, the recipe has two defining parts. The first is the 
basic construction, a trigger channel combined with an active channel and marked 1:1. The 
other is a trigger channel combined with more than one action channel and marked 1:n. This 
enhances the usability of various SaaS functions and improves UX.  

To utilize the SaaS mashup service, customers must register a personal ID and services 
authentication that SaaS application supporters provide. SMSP includes a unified 
authentication module for registering and storing service and user authentication information. 
Just as its name implies, the SaaS application unified authentication module manages all 
services and user authentication data.  

4.2 Kafka-based Message Processing and Function Interconnecting Module 
The message processing and function interconnection module is the core part of SAF. The 
definition of the message must be clarified at this point. The messages include the user ID and 
the recipe ID to confirm who requires which services. The Kafka producer generates a message 
according to a cycle that each recipe defines. 

Kafka adapts to process a huge number of logs in a distributed environment, based on the 
Pub/Sub mechanism[34, 35]. The producer generates messages and transfers the messages to 
the worker node, known as “the consumer.” How to transfer the message from producer to 
worker node is the key point. As mentioned above, Kafka consists of the producer, the 
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consumer, and the topic. Topics store the messages already classified in partitions by the 
trigger channel of the recipe. Trigger channels connect with SaaS channels that are split into 
three categories, such as SNS, IoT, and business, that include Big Data. Based on the SaaS 
channel classification, the topics are also defined.  
 

 
Fig. 1. The workflow of the message processing based on Kafka 

 
Fig. 1 illustrates the workflow of the message-processing module, based on Kafka. As the 

diagram shows, the cluster includes three brokers consisting of a producer, three topics, and 
three consumer groups. Each consumer group includes three worker nodes whose main 
functions are to subscribe to messages from the specified topic, based on the Kafka message 
transmission mechanism, and interconnect SaaS application functions based on the recipe that 
the message includes.  

Fig. 2 shows the interconnecting SaaS application functions in the worker nodes. The 
progress of interconnecting the functions is as follows. A worker node gets a message from a 
specified topic and extracts the recipe and user IDs. Using the recipe ID, the worker node 
queries the trigger channel and action channel(s) to obtain the token of each trigger and action 
channel by using the user ID. Then, it requests service permission from the specified SaaS 
application, using the token and REST API on the trigger side. The worker node gains data 
and transmits it to the action side. The workflow for obtaining service permission on the action 
side is the same as on the trigger side. After interconnecting the functions, the data of the end 
service includes tokens and the user ID (the recipe ID would be dropped), and the worker node 
starts to reload another message for mashup service. When a user completes a mashup service, 
we define this is as a created event. After completing the workflow of interconnecting 
functions, the worker node transfers the user ID and recipe ID to the real-time event handler 
included in the log data binding framework and drops them. The data that the worker nodes 
transmit are defined as event information, to be used for customized recommendation services.  
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Fig. 2. SaaS mashup process 

5. Log Data Binding Framework 
The Log Data Binding Framework (LDBF) creates and stores an SaaS mashup service usage 
log, using the user and recipe IDs included in the event information. It collects and binds log 
data per user periodically, to support the customized SaaS recommendation service. To 
recommend the most appropriate mashup service to the user, a rule matrix mechanism is 
provided that depends on the mashup services usage history. We propose a two-stage approach 
to solving the cold-start drawback in the memory-based recommendation. The proposed LDBF 
comprises an event processing rule matrix engine and SaaS mashup recommendation engine. 
The event processing rule matrix engine includes a real-time event handler, a multiple SaaS 
functions splitting module, the event processing rule matrix, and a log creating/storing module. 
The SaaS mashup recommender engine includes a scheduler, log data collecting/processing 
module, recommender algorithm-based processing module, and individual recommended data 
storing module. The event processing rule matching engine creates and stores log data, using 
event information. The SaaS mashup recommender engine creates and stores user-appropriate 
mashup service recommendation information, using binding data that individual log data 
binding processing creates. 

5.1 Event Processing Rule Matching Engine 
The proposed SMSP provides SaaS application mashup services and, especially, also supports 
SaaS mashup service recommendation functions, based on service usage log analyzing and 
processing. To provide customized SaaS mashup recommendation services, the event rule 
matching engine involves a real-time event handler, a multiple SaaS function mashup 
separating module, and log data creating a module and the Rule Matrix.  

SAF completes an SaaS mashup service for a user, then transmits user and recipe IDs to the 
real-time event handler, whose main job is to distinguish a 1:1 recipe from a 1:n recipe. Then, 
it transmits the 1:1 recipe ID to the log creating and storing module and the 1:n recipe ID to 
the multiple SaaS functions mashup separating module. The real-time event handler also 
transmits the user ID when transmitting the recipe ID. 
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Fig. 3. Real-time Event Handler 

 
The MSFMSM (Multi SaaS function mashup splitting module) splits a 1:n recipe into n 1:1 

recipes, to support more effective recommendation services. The general SaaS mashup 
services usually support a 1:1 recipe; however, the proposed SMSP provides a 1:n recipe. The 
particular service approach can provide an effective mashup service for users, but there is a 
problem when processing log data binding to support a customized recommendation service 
based on users’ hobbies. The recommendation service function analyzes users’ history 
constructed from log data that includes a 1:1 recipe. However, the 1:n recipe consists of a 
trigger channel and n action channels. Suppose a user utilized a mashup service named “1:n 
recipe A” that includes a “1:1 recipe B,” and the SMSP stores both A and B in the log according 
to the user. Then, recipe A and B are independent and not relational, even if recipe A includes 
recipe B and others. We cannot comparatively discover a relationship among the recipes for 
supporting users with an enhanced recommendation service. Hence, MSFMSM specializes in 
splitting a 1:n recipe into n independent 1:1 recipes. After splitting the 1:n recipe, MSFMSM 
sends the split recipes to the log creating/storing module with the user and cycle information. 
Fig. 3 shows the workflow of MSFMSM.  

The log creating/storing module creates log data according to user ID, recipe ID, and cycle 
information, supported by the event handler and MSFMSM. It also stores the log data in 
SMDD, to generate the historical log data, and sends the matrix module the log data at the 
same time for the recommendation service. Fig. 4 illustrates the workflow of the log 
creating/storing module. 

The proposed rule matrix supports two functions. First, it creates a matrix that includes the 
user ID and recipe ID, both of which are in the recommendation list that the recommendation 
engine creates. Second, it receives log data from the log creating/storing module to verify the 
accuracy of the recommendation list. The rule matrix is defined to provide more customized 
recommendation services, comparing the usage services with recommended services through 
analyzing the rate of usage in the recommendation list. 
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Fig. 4. The Workflow of Log Data Creating and Storing  

 

5.2 Service Recommender Engine 
The purpose of the service recommender engine is to recommend a piece of customized service 
information according to an analysis of the users’ behavior log data. The service recommender 
engine includes a scheduler, the log data collecting and processing module, the recommender 
algorithm, and an independent user-based behavior storing module. Each part interacts with 
the others to provide a recommending service.  

The recommendation approach consists of two steps. To solve the cold-start issue, the first 
step offers recommendation services utilizing the applications that users select when they 
register with SMSP. When users first get in touch with SMSP, there is no log data for them, 
so SMSP cannot recommend services to those users. Therefore, when the users register with 
SMSP, they must choose three applications that interest them or that they frequently use. 
According to the selected applications, SMSP recommends some interconnected services 
mostly used in SMSP. However, the recommended services cannot precisely fit these users, 
so the service recommender engine supports the second step.  

The second step provides a customized recommendation service to analyze the users' hobby 
using the log data. The services rating is generated by using service duration accumulative 
calculation, not based on users' ratings. The range of the rating is from 10 to 1, and 0 expresses 
unused services. In this paper, Collaborative Filtering is used for the recommendation service. 
The duration of analyzing log data once is 24 hours. 

6. Benchmark of High-Performance Message Processing 
SMSP transmits recipes to worker nodes using the Apache Kafka-based high-speed message-
processing framework for supporting SaaS mashup services. The framework is one of the most 
important parts of transferring the message to include the recipe, user information, and cycling 
from producer to worker nodes. Kafka can more rapidly deliver massive recipes that many 
users create simultaneously, based on distributed message processing. This section presents 
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the number of messages that can be transmitted per second, through performance tests on 
Kafka producers and consumers in a distributed environment. It also shows the processing 
performance of Kafka through digitized message throughput. The reason Kafka is suitable for 
the SMSP it proposes appears by comparing Kafka and RabbitMQ, which provides the 
message-processing function in a similar structure. 

6.1 Performance Test System Environment  
Kafka, which provides high-speed message processing in SMSP, was installed in a cluster 
using three virtual nodes. The proposed platform was built as a test node, based on Cloudit 5.0, 
and tested in an environment where running SMSP can have a significant impact on Kafka’s 
actual performance. Therefore, the environment utilized in this performance evaluation was 
installed with the same structure as the virtual environment, using three physical computer 
nodes, and Kafka’s performance was tested. Table 1 shows the specifications of the physical 
computer nodes used in the Kafka performance test. 
 

Table 1. H/W for Performance Test 
Content Specification 

CPU Intel® Core ™ i3-2120 3.3GH 

Memory 8GB 

HDD 2T 

Network Card Intel Corporation 82579V Gigabit 

OS Ubuntu 14.04.5 LTS 
 

For the Kafka test, a three-node computer cluster was configured with the same 
specifications as Table 1 shows, and Table 2 shows the software environment for the Kafka 
installation and performance evaluation. Also, RabbitMQ's software version for comparison 
with Kafka appears in Table 2. For analysis and comparison of actual message throughput, 
the software itemized in Table 2 was installed on all nodes. 

 
Table 2. S/W for Performance Test 

Software Version 

Apache Kafka 2.11-0.10.2.1 

Apache ZooKeeper 3.4.10 

Java 1.8.0_131 

RabbitMQ 3.5.15 

 

6.2 Experimental Method 
SMSP creates a recipe using the trigger channel and action channel the user selects through 

a web portal. The producer creates a message containing the recipe ID, user ID, and the cycle, 
and delivers it to the broker. The broker stores the received message in the partition of the 
predefined topic and waits for the request from the consumer. The requesting consumer 
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receives a message from the broker with the partition of the specified topic. In SMSP, the 
consumer includes the worker, and the worker extracts user information, recipe information, 
and cycle information from the received message, to process the data. The message the 
producer generates is composed in JSON format, the size is 40 bytes, and the data included 
appears in the example below. 

 
{“user_id”: 36, “recipe_id”: 878, “cycle”:1} 

 
Kafka provides two script programs that can test its performance on a system that developers 

built—more precisely, the programs can test the performance on the respective producer and 
consumer sides. The performance test program for the producer is the throughput per second 
of messages transmitted through the partition. The performance test program for the consumer 
measures the throughput per second of messages received over the partition. The consumer 
performance test program measures the throughput per second when outputting a message 
from a partition of a topic that the consumer determines. Through the test programs, we can 
obtain the result of performance measurement for system evaluation.  

The performance test programs Kafka provides are “kafka-producer-perftest.sh” and 
“kafka-consumer-perf-test.sh,” respectively, included in Kafka's installation package. There 
are various setting fields for testing the message transmission amount of producers and 
consumers using a performance test program, some of which are optional and some required. 
A performance test requires entering items in the fields marked “required” in the remarks 
column of each table. Also, some fields contain default values when there is no input value. 

Kafka's performance varies depending on the partition and replication settings of the topic 
defined in the broker. To this end, we define the topic with four different setting values, to test 
the performance of producers and consumers. The created topic appears in Table 3. 

 
Table 3. Topic List in Kafka 

Topic ID Configuration 
A 3 partitions, 3 replications 
B 1 partition, 3 replications 
C 3 partitions, 1 replication 
D 1 partition, 1 replication 

 
“Topic” is a term for getting messages in Kafka. The producer and the consumer can 

input/output a message only by specifying a topic. In the setting section of the topic (see Table 
3), “partition” refers to the storage of the actual message. One topic must define more than one 
partition and cannot be used without defining one partition. Both producers and consumers 
either send or receive messages to or from the topic's partition. In Kafka, which has a pub/sub 
structure, the consumer determines the topic for receiving the message, and the quantity of the 
consumer determines the message. In Table 3, replication refers to the number of copies of 
the partition. Kafka provides fault-tolerant functions as the general distributed system. Kafka 
can select another leader to compensate, when the leader operating the partition is down, to 
receive or output data again. 

Performance tests for producer and consumer were of two types: a single test and a 
simultaneous test. In the single test, the producer was tested for performance, and then the 
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consumer was tested for performance. In other words, by independently testing the 
performance of producers and consumers, the input/output of messages proceeds separately, 
so there is no mutual effect. Simultaneous testing runs producer and consumer performance 
test programs to affect message input/output performance. 

In a single test, the message transmission rate per second of the producer is measured by 
inputting a message using the producer at the same computer node, and the message 
transmission rate per second of the consumer is measured by outputting the input message 
using the next consumer. This enables verifying the absolute performance of producers and 
consumers through independent tests. 

Simultaneous testing verifies each performance by running producer and consumer 
performance test programs on the same computer node at the same time. The simultaneous 
test enables checking the relative performance because the producer inputs the message, and 
the consumer consumes the message. 

Since the system that provides the message-queuing function delivers the message (data) 
from the producer to the consumer according to a certain rule, the message transmission 
amount per second confirms its performance. The single test and the simultaneous test ran the 
same script program to verify performance. 

In the execution command to perform the producer performance test, “--topic” specifies the 
name of the topic and enters a message in the topic partition. When the message is entered, 
“throughput” is the amount of message input per second. Throughput was set to 2,000,000 
for all execution codes, and the maximum throughput was set. The size of a single message is 
“--record-size,” and the message SMSP generates is 40 bytes, so it is set to 40 for all execution 
codes. “--Num-records” determines the number of messages to be input. It is set to 100 million 
in the execution code and measures the number of messages input per second until 100 million 
messages are input. The expression “--producer-prof” is defined as a URL indicating the 
location of the broker, but in the case of a cluster, it lists all the URL addresses of the nodes. 

“--Topic” in the execution command for conducting the consumer performance test 
determines the name of the topic to be delivered. “--Show-detailed-stats” specifies that 
detailed progress is displayed when the message is displayed. “--zookeeper” is a list of URLs 
of the ZooKeeper nodes, run by specifying the data flow of the message and the ZooKeeper 
servers that manage the Kafka cluster. “--Message-size” matches the producer's “--record-size,” 
and the size of the message sent by SMSP to all executable codes is 40 bytes. “--Messages” 
determines the total number of messages the consumer should consume, set to 100 million in 
all executable code. The term “--thread” should be defined according to the number of 
partitions in each topic, i.e., the number of consumers in the consumer group, and delivers 
messages in association with at least one consumer per partition. Topics A and C are three 
partitions, so “--thread” was set to 3, and topics B and D were one partition, so 1 was set. 

In the performance test of producer and consumer, the message transmission per second 
measures the average transmission rate per one time. The quantity of messages the producer 
transmits is measured in units of 5 seconds (once), to calculate the number of messages sent 
per second, and the consumer checks performance in the same way. In comparison with 
RabbitMQ, the average performance per rabbit is calculated and compared. 

6.3 Kafka Performance Test 
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The performance results of the individual tests and joint tests of Kafka producers and 
consumers using topics A, B, C, and D appear in the charts in Fig. 5. There, the x-axis means 
the number of times to check the average message transmission per second, by defining 5 
seconds as one time in the continuous message transmission time. The y-axis means the 
number of times in the continuous message transmission time for 5 seconds. It represents the 
calculated average message transmission volume after sending a message. As an example, 
from the contents of A in Fig. 5, the value of the y-axis displayed on the x-axis 1 in the 
producer's performance is 250,644. This means that through Topic A, the average number of 
messages transmitted per second by the Kafka producer sending to the Kafka broker in the 
first 5 seconds is 250,664 messages. The figure shown on the x-axis number 2 (see below) is 
the average message transmission per second from the producer to the broker in the second 5 
seconds. As such, in the chart, the x-axis represents the number of times in units of 5 seconds, 
and the y-axis represents the average message transmission per second. 

According to the performance test results A, C, E, and G in Fig. 5, the performance of the 
consumer exceeds that of the producer. This is in the settings of all topics, so when the 
producer creates a message and inputs it to the partition, Kafka's controller affects it. The 
controller manages partition and replication in Kafka and sends partition information to 
ZooKeeper. Messages the producer generates are input to the partition the controller 
designates. When one topic consists of multiple partitions, the controller is in charge of 
distributing the message to be input. In addition, the controller operates the replication 
mechanism. A copy of the message applied to each partition is distributed to each broker, 
according to the designated replication quantity, and consuming quantities of computer 
resources in the distribution process. In addition, the producer receives an acknowledgment 
from the leader of each partition. However, waiting for this acknowledgment takes time. For 
this reason, when receiving a message from the producer, Kafka causes much latency, due to 
the time the action of the controller and the acknowledgment consume, reducing the amount 
of message transmission per second. A consumer can directly request a message from 
ZooKeeper, using the partition location and offset information, and receive a message 
determined to a topic. In addition, the consumer can receive the file directly from the message 
storage location by using the socket without sending the message through the controller, which 
is different from the producer. For this reason, the consumer shows better performance than 
the producer. 

Checking the results B, F, and H in Fig. 5 shows that the message transmission per second 
of the producer and the transmission of the consumer are insignificant. If this is a concurrent 
test, the producer inputs a message to the partition; then, the consumer can consume the 
message, so the consumer waits for the message the producer inputs, and the performance is 
similar. In conclusion, the producer's performance directly affects the consumer's performance 
in the concurrent test, compared to the single test. In addition, the producer's performance in 
the simultaneous test is worse than the producer's performance in the independent test, a result 
of the controller action, replication action, and ZooKeeper action through the consumer 
proceeding in a complex way. However, the result of B in Fig. 5 shows the performance of the 
producer is better than that of the consumer. The reason is a problem that occurs in the process 
of copying messages by replication.  

As Fig. 5 illustrates, Kafka's performance shows a significant difference according to topic 
setting in concurrent tests. Of course, the latency that occurs when inputting messages from 
the producer determines this difference. The one that showed the best performance was using 
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topic D, and the producer's performance was the best in an environment with one partition and 
one replication. Next, the test results using topic C show good performance because much cost 
occurs in message replication under the load the controller generates. However, the 
performance deteriorates over time because the load is greater when the controller distributes 
messages to the partition than the load on replication. According to the test results using topic 
A, although the performance fluctuates, it maintains a constant performance. The test result 
using topic B shows the producer's performance is better than the result using topic C and 
inferior to the result using topic D, but the consumer performance falls between the results 
using topic A and topic C. The reason is that it degrades the consumer performance in the 
process of copying the message with the replication setting. 

Analysis of the results using topic B in the simultaneous test is as follows. Replication Kafka 
provides distributes messages stored in partitions to nodes in the cluster, leaving replicas, to 
provide a fault-tolerance function and select a replacement node when the partition leader is 
suddenly down, to use as a leader. Here, copying the message stored in the partition to another 
node or your own node is the same as outputting a message from the partition, just like an 
actual consumer. Therefore, topic B has three replications per partition, so messages stored in 
the actual partition are consumed by four consumers. In this process, because one resource is 
consumed by consumers, it results in performance relatively inferior to the producers’. On the 
other hand, topic A uses three replications, but this is similar to the producer's performance 
because a large number of consumers consume a small number of messages in a distributed 
message storage environment. 

6.4 Performance Comparison Between Kafka and RabbitMQ 
SMSP provides a message-sending function using Kafka. Kafka and RabbitMQ are the 

platforms most used to support a message-queue service with many existing pub/sub 
structures[36]. Therefore, this paper compares Kafka and RabbitMQ, which provide message-
queuing service using the message-processing method in the same structure. There is no test 
program like Kafka in the RabbitMQ package. Therefore, the test was conducted using 
“rabbitmq-perf test-2.2.0”, a RabbitMQ performance test program provided by GitHub. Unlike 
Kafka, “rabbitmq-perf-test-2.2.0” cannot test the performance of producer and consumer 
separately. That is, the test is carried out by creating producer and consumer in one node. To 
compare them under the same conditions, in Kafka, producer and consumer were executed on 
the same node, and that test result was utilized. The test results of RabbitMQ and Kafka appear 
in Fig. 6. The results in Fig. 5 show Kafka’s much better performance than RabbitMQ’s. 
According to the comparison results, in the same environment, the producer of Kafka shows 
an average performance of 669.816 Msg/sec, and the producer of RabbitMQ shows a 
performance of 45,618 Msg/sec. The Kafka consumer shows an average performance of 
672.366 Msg/sec, and the RabbitMQ consumer shows an average performance of 41,180 
Msg/sec. In these results, the producer standard deviation of Kafka is 83,393, and that of 
RabbitMQ is 16,068; the consumer standard deviation of Kafka is 77,300, and RabbitMQ’s is 
2,613. In terms of message transmission rate per second as an evaluation criterion, Kafka 
shows more than 14 times the performance of RabbitMQ. However, RabbitMQ shows more 
stable performance. 
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Fig. 6. Performance Comparison 
 
With poor performance and good stability compared to Kafka, the RabbitMQ results can be 

explained in three main parts. The first is in the way the message is transmitted. Kafka can 
transmit a large number of messages at a time, based on batch processing, but RabbitMQ uses 
a general message-queue method. If consumer messages are delivered through a pull method, 
worse results will be obtained than the measured results, because the consumer consumes only 
one message at a time during the pull process. In addition, considering the situation where a 
large number of messages are stored in the broker's queue, but consumers cannot consume 
them, RabbitMQ provides a QoS limit mechanism. This is the second problem. If the amount 
of messages that consumers cannot consume is input from the RabbitMQ producer, the QoS 
limit mechanism reduces the number of producer messages sent per second. This result appears 
in “A” in Fig. 6. The speed of the first producer showed a performance of 112,851 Msg/sec, 
but in the next stage that dropped to 41,625 Msg/sec. This proves that the QoS limit mechanism 
reduces the producer transmission amount. Lastly, RabbitMQ provides stability in message 
delivery by sending an acknowledgment. Both the producer and consumer of RabbitMQ check 
the acknowledgment for message delivery from the broker and then proceed with message 
input/output. 

Kafka also provides the acknowledgment function, but only for the producer, and it is 
divided into synchronous and asynchronous. These differ in that the producer stores messages 
in partitions on the broker and provides replication capabilities. The synchronous type sends 
the result of checking up to the state of saving replicas in each node, as an acknowledgment 
of the data stored in the leader's partition. Asynchronously, only the acknowledgment of the 
data stored in the leader's partition is sent to the producer. Using the asynchronous method can 
result in irretrievable data loss if the leader goes down. For this reason, we adopt the 
synchronous method in general and propose the asynchronous method only for systems that 
need to maximize the performance of Kafka. 

SMSP utilizes a message-queue system to transmit JSON data, defined with a single user 
ID, recipe ID, and cycle structure, as a message. In addition, considering the situation where 
many users can use the SaaS mashup service by creating recipes in SMSP, this provides a 
message transmission function using Kafka, which transmits numerous messages per second. 
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7. Conclusions 
The proposed SaaS mashup service platform consists of SaaS aggregation and log data binding 
frameworks. The SaaS aggregation framework provides web-based portal services, including 
SaaS service authentication and operation functions, and defines SaaS channels, trigger 
channels, action channels, and recipes to provide SaaS mashup services. In addition, high-
performance message-processing technology using Apache Kafka is supported, to provide a 
quick SaaS mashup service according to the recipe the user creates. Users’ SaaS mashup 
service information in the SaaS aggregation framework is stored as a history log by the event 
processing rule matching engine, and user-specific binding data extracted from the log is 
utilized for customized recommendation service. In addition, a rule matrix was defined to 
recommend services suitable for users, and an SaaS mashup recommendation engine was 
implemented, using memory-based cooperative filtering.  

The SaaS mashup service platform that this paper proposes has a basic service form in 
providing SaaS mashup service. However, to provide a better service environment, it derives 
functional elements necessary for service improvement and includes a policy or legal part as 
a pilot service. In the later stage, machine learning and knowledge graph technology will be 
integrated according to the constantly changing service requirements, so as to provide users 
with better recommendation services and strengthen the shortcomings of the platform in 
recommendation functions. We will do our best to complete it as a product that can provide 
the SaaS mashup service platform to be developed through the pilot service and transformed 
into a product that users expect. The value of the SaaS services that the SaaS mashup service 
platform generates is likely to exceed everyone's expectations. 
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